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Fig. 1. (a) DrivingVibe vibrotactile headband integrates easily with VR headset to provide (b) inertia-based
feedback patterns corresponding to key motion events, including turning, deceleration, cold start, and rough
terrain shaking.

We present DrivingVibe, which explores vibrotactile feedback designs around the head to enhance VR driving
motion experiences. We propose two approaches that use a 360°vibrotactile headband: 1) mirroring and 2)
3D inertia-based. The mirroring approach extends the vibrotactile patterns of handheld controllers to actuate
the entire headband uniformly. The 3D inertia-based approach uses the acceleration telemetry data that
driving games/simulators export to motion platforms to generate directional vibration patterns, including:
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i) centrifugal forces, ii) horizontal acceleration/deceleration, and iii) vertical motion due to rough terrain.
The two approaches are complementary as the mirroring approach supports all driving games because it
does not require telemetry data, while the 3D inertia-based approach provides higher feedback fidelity for
games that provide such data. We conducted a 24-person user experience evaluation in both passive passenger
mode and active driving mode. Study results showed that both DrivingVibe designs significantly improved
realism, immersion, and enjoyment (p<.01) with large effect sizes for the VR driving experiences. For overall
preference, 88% (21/24) of participants preferred DrivingVibe, with a 2:1 preference for 3D inertia-based vs.
mirroring designs (14 vs. 7 participants). For immersion and enjoyment, 96% (23/24) of participants preferred
DrivingVibe, with nearly 3:1 preference (17 vs. 6 participants) for the 3D inertia-based design.

CCS Concepts: • Human-centered computing→ Virtual reality.

Additional Key Words and Phrases: Games/Play ; Haptic ; Virtual Reality ; Sensorimotor Contingency ; Motion
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1 INTRODUCTION
Haptic feedback enhances the realism, immersion, and enjoyment of virtual experiences [37, 39,
42, 62], with all current VR platforms and popular game consoles supporting controller-based
vibrotactile feedback. To enhance motion experiences, such as driving and flying, traditional motion
platforms mechanically tilt and move the entire person, which requires large machinery [22]. Even
with the significant space and cost requirements, interest in consumer motion platforms has been
growing rapidly along with VR headsets, particularly for driving and flight simulation. A survey
of two popular consumer motion platforms shows that they support 50 and 67 driving games,
respectively.1

To address the limitations of motion platforms, researchers have explored more compact designs
as well as wearable approaches to motion simulation. HapSeat [9] used three 3-DOF motorized
actuators attached to seats to independently move users’ heads and hands instead of the entire body.
HeadBlaster [37] introduced the first wearable motion simulator by integrating air propulsion jets
into VR headsets, but it requires being tethered to large, costly air compressors. Odin’s Helmet [24]
used head-mounted high-speed propellers instead of air jets, but generates unsafe noise that exceeds
100dB for the user (up to 108dB) and people nearby, which could lead to hearing loss in 5 minutes
according to CDC [14]. While these approaches eliminate the need for large mechanical platforms,
significant barriers to consumer adoption remain, such as mobility, noise, space, and cost.
Vibrotactile actuators, particularly Linear Resonant Actuators (LRAs), have been embedded

in VR controllers and smartphones to provide haptic feedback. They are compact, low-cost, and
lightweight and have been integrated into research head-mounted devices [7, 10, 11, 29, 31, 32, 64],
commercial head-mounted devices [3], and are starting to be integrated into next-generation VR
headsets, such as PlayStation VR2 (2023) [13].
While prior research has explored using head-mounted vibrotactile actuators for a wide range

of use cases, including directional cues for navigation and guidance [29, 64], notifications [30],
simulating raindrops [10], and enhancing instantaneous teleportation in VR [7], none have explored
designing vibrotactile feedback to enhance continuous motion experiences, such as driving.

1Support of driving games by popular consumer motion platforms, as of May 1, 2023: 1) Next Level Racing (50 games):
https://nextlevelracing.com and 2) Motion Systems (67 games): https://motionsystems.eu
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We present DrivingVibe, which explores how vibrotactile feedback patterns around the head
can be used to enhance VR driving experiences. We propose two approaches and designs using
360°vibrotactile headbands: 1) mirroring and 2) 3D inertia-based designs. The mirroring approach
extends the vibrotactile patterns of the handheld controllers to actuate the headband uniformly.
This black-box approach does not require any motion telemetry data, and can easily support all
existing virtual driving experiences that have haptic feedback. The 3D inertia-based approach uses
the telemetry data exported by virtual driving games and experiences for the motion platform, in
order to provide directional vibration patterns corresponding to the direction of inertial forces in 3D,
i.e., X, Y, and Z axes. The two approaches are complementary as the mirroring approach supports
all driving games that support controller-based vibration, while the 3D inertia-based approach
provides higher feedback fidelity for the games that provide telemetry data.
Using a headband with 16 Linear Resonant Actuators (LRAs), we designed feedback patterns

for motion events that correspond to significant inertial and centrifugal forces and also when
transitioning between stationary and mobile, when the human perception of motion is the most
sensitive due to sensory adaptation [39]. Specifically: 1) turning, 2) acceleration/deceleration,
which includes crashing, 3) cold start, and 4) vertical motion caused by rough terrain. Based on
sensorimotor contingencies [12, 67], which refers to the matching of particular patterns from
multisensory information to actions, we designed the 3D inertia-based feedback using the following
two types of vibrotactile patterns: 1) directional cues using a subset of actuators, and 2) motion cues
using apparent tactile motion [7], as shown in Figure 1.
We completed three device design iterations to improve the usability of our prototype, then

conducted a 24-person summative study to evaluate the VR driving experience of these feedback
designs. The user study consisted of both passive passenger mode and active driving mode, with
the latter using handheld controllers with vibrotactile feedback. Study results showed that both
DrivingVibe designs significantly improved realism, immersion, and enjoyment (p<.01) with large
effect sizes in both modes of VR driving experiences. In terms of overall preference, 88% (21 out of
24) of participants preferred DrivingVibe, and among those, users preferred the 3D inertia-based
design with a ratio of 2:1 (14 vs. 7 participants). Furthermore, DrivingVibe is lightweight, compact,
and low-cost, and the entire system can be integrated into VR headsets, making it practical for
researchers to experiment with and for consumer adoption. We are open-sourcing the entire
software and hardware of DrivingVibe so that others can experience and build upon our progress.2
The rest of the paper first reviews related research on motion simulation and applying haptic

feedback to the head. We then discuss the vibration pattern designs and implementation and present
user experience evaluation and discussion.

2 RELATEDWORK
Our work is inspired by the rich body of prior work on motion simulation and head-based haptic
feedback.

2.1 Motion Simulation Techniques
Historically, motion platforms were originally invented at the beginning of the 1900s for training
pilots. Over time the actuation methods evolved from manual [22], to wind-based [52], to linear
actuators [58], and their number of supported degrees of freedom (DoF) increased from 3-DoF
(pitch, roll, and yaw) [1] to 6-DoF (rotational: pitch, roll, and yaw, translational: surge, heave,
and sway) [58]. While motion platforms continue to be indispensable for training [2, 16], they

2Open source URL: https://github.com/ntu-hci-lab/DrivingVibe
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have also become popular for entertainment [54] and for personal VR experiences, particularly for
driving [23] and flight simulation.

To reduce the space and machinery required by large, mechanical motion platforms, seat-based
approaches such as HapSeat [9] and vibrotactile actuators have been explored for motion [8, 21, 35,
55, 69] and terrain texture [36, 38] simulation.
Headset-based motion simulation using compressed air jets, such as HeadBlaster [37] and

HeadWind [62] have been shown to increase realism and immersion of motion and teleportation
in VR, respectively. These approaches, however, require a source of compressed air provided by air
compressors or portable air tanks. Odin’s Helmet [24] uses head-mounted propellers that produce
noise >100dB for the user (up to 108dB) and people nearby (up to 104dB) which can lead to hearing
loss in 5 minutes, according to the US Centers for Disease Control and Prevention (CDC) [14].
There have also been studies that aim to exploit illusory effects to induce a sense of motion.

Väljamäe et al. [63] used auditory scene cues to create an illusory sense of user movement relative
to the source of the sound. Pittera et al. [48] used ultrasound haptics to induce an intermanual
tactile illusion of movement, but requires ultrasonic transducer arrays that are not mobile.
This paper takes a novel approach to enhance motion experience by designing around-the-

head vibrotactile feedback patterns. While vibrotactile actuators are limited in power and fidelity
compared to larger, heavier, and nosier actuators, we explore two pattern designs that significantly
enhance the driving motion experience.

2.2 Haptic Feedback on the Head
Kabuto [61] and GyroVR [19] rendered impact and inertia through the use of head-worn flywheels
and their gyroscopic effects. VaiR [51], AmbioTherm [49], ThermEarhook [45] and VWind [25]
increased sense of presence and immersion using head-focused thermal and wind stimuli. Head-
based force feedback [5], electrical-muscle-stimulation (EMS) [59, 60], lateral skin stretch [65], and
3-DoF rotational cues based on shear forces [33] among others have also been explored. Researchers
have also explored feedback that focuses on the face, such as Face/On [10], FaceHaptics [66],
Virtual Whiskers [44], HeadWind [62], and Mouth Haptics [56]. While diverse in the types of
haptic feedback, some of these prior approaches require significant hardware to be mounted on the
headset, and have not explored haptic designs for continuous motion simulation, such as driving.

Additionally, previous research has demonstrated that humans can accurately recognize spatial
vibrotactile patterns around the head [11, 30], which can be used to guide them towards visual targets
in virtual environments [6]. Furthermore, vibrotactile funneling illusion, which is the sensation
of a single (non-existing) stimulus somewhere in-between the actual stimulus locations, has been
observed around the head [32]. ProximityHat [40], HapticHead [28, 29, 31], and TactiHelm [64]
around-the-head directional cues for navigation in real world and virtual environments, and
MotionRing [7] showed how apparent tactile motion can be created on the head to enhance VR
experiences, such as instantaneous teleportation and objects flying by. While these approaches
have explored vibrotactile and directional cues, they have not explored haptic designs for inertia
forces nor continuous motion simulation.

Inspired by these prior works, this paper contributes a design exploration using practical, headset-
integrated vibrotactile actuators to enhance continuous motion experience, specifically driving.

3 DEVICE DESIGN AND IMPLEMENTATION
To design and evaluate vibrotactile feedback patterns around the head, we used an iterative design
process to improve the usability of our prototype device and also the vibrotactile pattern designs.
We present our device design in this section and vibrotactile feedback design in the next section.
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3.1 Device Design
We reviewed several types of vibrotactile actuators, including eccentric rotating mass (ERM), linear
resonant actuator (LRA), Dielectric elastomers actuators (DEA), and piezoelectric actuators. ERM
and LRA are the most commonly used actuators used in a gamepad and VR controllers and prior
research headset devices [7, 47]; thus we selected them for availability, low noise, low cost, and
ease of integration into VR headsets.

3.1.1 Device: V1 (4 x ERM). As shown in Figure 2(a), our first prototype consists of 4 ERM motors
(Parallax, 12mm coin type, 9000rpm) pressed into the sponge cushion of the Vive Pro HMD,
controlled via an Arduino Nano board on the front of the HMD. It supports vibrotactile feedback
in 8 directions by actuating one or two of the motors. However, we found the resolution of
directionality was too limiting.

3.1.2 Device: V2 (16 x LRA). For higher haptic resolution, we referenced the findings of Motion-
Ring [7], which demonstrated that apparent tactile motion (ATM) is feasible on both 12-LRA and
16-LRA headband designs. We used the 16-LRA design for higher haptic resolution, which has
an angular spacing of 22.5◦. We initially used the same coin-type LRA as MotionRing but found
that these LRAs often malfunctioned due to overheating in extended, continuous usage for driving.
Therefore, we switched to the LRAs used by Nintendo Switch controllers (VL91022-170H, 22.6mm
x-axis rect type), which can sustain extended actuation and also has the benefit of 10x larger
amplitude of 2.3N (vs. 0.2N).
As shown in Figure 2(b), the 16 LRAs are controlled via 16 DRV2605L driver boards by a

NodeMCU-32S on a perfboard, which was encased in an acrylic case and attached to the back of
the VR headset. The LRA headband weighs 180g, while the board with the case weighs 262g and
has a volume of 17 × 9.5 × 3.5 𝑐𝑚3.

3.1.3 Device: V3 (Wireless). Based on feedback from the V2 version, we made three key improve-
ments to make the device easier to wear and operate, as shown in Figure 2(c) and also Figure 1(a).
First, we reduced the weight and volume of the control board by more than 80% to 45g and more
than 70% to 10 × 7.5 × 2 𝑐𝑚3, by custom designing a printed circuit board (PCB) to simplify the
wiring. Second, we made the system wirelessly controlled via Wi-Fi, enabling full user mobility.
Third, we improved the mounting of LRAs to the headband with double-sided tape, preventing
unintended rotation during wearing and usage, which sometimes caused the LRA’s actuating axis
to deviate from being perpendicular to the surface of the head resulting in unpredictable intensity.

Fig. 2. (a) V1 prototype with 8 ERMs; (b) V2 prototype with 16 LRAs; (c) V3 wireless device used in user
experience evaluation; (d) Force output vs. input voltage for the LRA
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3.2 LRA Amplitude and Response Time
We controlled the LRA voltage from 0-5V [57] and measured the force output using a IMADA
ZTS-20N load cell, which can record data at 2000Hz at up to 20N and has a rated accuracy of 0.2%
full scale (0.04N). As shown in Figure 2(d), the LRA generates force amplitude at 1.5N per volt input
(𝑅2 = 0.999) from 0.2N up to 2.3N, which we use as the controllable dynamic range of the system.

The response time of the LRA to reach maximum amplitude is 10ms. The system updates the
vibration state of the headband at a rate of 25Hz, resulting in a maximum total response time of
50ms, which is much faster than the 100ms tactile simultaneity threshold so that no latency would
be perceived by users [15, 50].

3.3 Motion Telemetry and Controller Data
Games support motion platforms by exporting motion information in real-time via motion telemetry
API. Because we are effectively building a wearable motion simulator, we use the same mechanism
to read the in-game motion data through the telemetry API via a UDP port [37]. We developed a
Unity3D program (2019.4.10f) that: 1) reads lateral acceleration, suspension height information,
and controller feedback intensity; 2) computes the corresponding feedback patterns; 3) converts
the pattern to binary data that specifies the output intensity of each of the 16 LRAs, compensating
for the HMD heading due to head rotation; and 4) sends the data to the control board via Wi-Fi.
To access the controller haptic feedback intensity, we used the Virtual Gamepad Emulation

Framework [46] to create a virtual controller acting as a relay between the physical controller and
the games.

3.4 LRA Calibration
Because the actuators are placed around the head, the same LRA intensity may be perceived
differently due to factors such as hair and curvature [43]. Furthermore, even the same batch of LRAs
will have slight variances in their output. To ensure that each LRA is perceived to have identical
intensity by the user, we developed a calibration process and iteratively improved it.

Our current calibration process uses a 2-phase design. In the first phase, the front center LRA is
used as the baseline, and users use an Xbox wireless controller’s D-pad to move the target LRA
to be calibrated (left/right) and adjust its intensity (up/down) to match the baseline. The baseline
LRA and the target LRA would alternatingly vibrate for 0.5 seconds, ensuring that users can clearly
perceive each LRA’s intensity. The second phase is verification. The system iterates through all
LRAs for users to double-check their calibration, and users can adjust as necessary.
After completing calibration, we record all the intensity adjustments for each LRA. The adjust-

ments are then normalized by dividing each by the maximum and then stored as percentage weights
that will be multiplied when computing the final output. The calibration process typically takes 3-5
minutes and only needs to be performed once per user.

4 VIBROTACTILE PATTERN DESIGN
4.1 Design Process
We explored and iteratively refined our inertia-based designs. We will briefly summarize the design
iterations but will focus on describing the current pattern design in detail in the rest of the section.

4.2 3D Inertia-based Approach
The initial goal is to enhance the motion experience using directional cues. Directional cues are
essential in enhancing motion experience because they provide users with information about the
direction and intensity of motion, which can help them better understand and anticipate the motion
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of objects in their environment [6]. By providing directional cues through vibrotactile feedback,
users can more easily perceive the motion and feel more immersed in the experience. To achieve
this, we propose a 3D inertia-based approach that focuses on mapping vibrotactile patterns to inertia
experiences during motion. The aim of this approach is to develop a feedback pattern that generates
vibration patterns that can be intuitively associated with motion events through sensorimotor
contingency [34]. The following describes the key types of motion events and the algorithms to
generate corresponding vibrotactile patterns.

4.2.1 Motion Events for Driving. Human interprets head and body motion by integrating inputs
from our vestibular (semicircular canals and otolith organs), somatosensory (specifically proprio-
ception), and visual systems [17]. Prior work on motion simulation [37] has identified inertia forces
due to lateral acceleration/deceleration and turning as key motion events. For driving in particular,
there are additionally two notable motion events: 1) change in vehicle suspension height caused by
rough terrain that leads to perceivable vertical motion, and 2) acceleration from a stationary state
which is more noticeable vs. from a moving state. In summary, the four types of key motion events,
as shown in Figure 5, are: 1) cold start, 2) acceleration/deceleration, 3) turning, and 4) rough terrain.
It is worth noting that vehicle collisions and crashing are examples of deceleration events.

4.2.2 Pattern Design of Motion Events.

Directional Cue Design for Acceleration/Deceleration/Turning. Since deceleration, acceleration, and
turning are perceived as inertia with different directions and magnitudes, we use directional cues
to represent the direction and intensity of the inertia force vector. Inspired by prior work such as
HapticHead [29] that used 3-actuator vibration to render the direction of surrounding objects, we
adapted the concept for driving scenarios and conducted several pilot tests for different ranges of
area, we found that 90°of actuation range is both noticeable and comfortable.
After compensating for HMD heading relative to the vehicle heading due to head rotation, the

function to compute intensity I for a motor for any given inertia vector is calculated as follows:

I𝑚𝑜𝑡𝑜𝑟 = max
(
0%, min

(
100% ,

𝐺𝑛𝑜𝑤 −𝐺𝑙𝑜𝑤𝑒𝑟

𝐺𝑢𝑝𝑝𝑒𝑟 −𝐺𝑙𝑜𝑤𝑒𝑟

))
×

(
100% − min( |𝜃 |, 45◦)

45◦

)

Fig. 3. Schematic diagram of the directional cue design.

𝐺𝑙𝑜𝑤𝑒𝑟 and 𝐺𝑢𝑝𝑝𝑒𝑟 stand for the lower threshold and the upper threshold to the magnitude of
inertia, and 𝜃 stands for the angular distance from any certain motor to the direction of the inertia
vector. In order to determine the appropriate thresholds for our feedback, we analyzed the dynamic
ranges of the inertia observed in the Assetto Corsa game. Based on this analysis, we set a lower
threshold of 0.1 g (≈ 0.98𝑚/𝑠2) and an upper threshold of 1.3 g (≈ 12.74𝑚/𝑠2) for our feedback.
While the upper threshold defined when to max out the feedback intensity, the lower threshold
could screen out the subtle noise to prevent over-stimulation caused by overly frequent actuation.
We used linear interpolation when the inertia was at intermediate values. The vibrators with
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an angular distance less than 45◦ will be activated with another interpolation on the intensity
according to their angular distance to the direction of the inertia vector, i.e. the closer the vibrator
is to the inertia direction, the higher its intensity, as shown in Figure 3.

Feedback Design for Suspense Height Changes over Rough Terrain. Suspension height is the distance
between the lowest point of a tire (normally contacting the ground) and the underside of the vehicle
chassis. To estimate the vertical acceleration for each suspension, we calculate the derivative
of the suspension height independently for the four tires. We split the actuators into 4 regions
corresponding to the directions of the 4 tires. For example, the 3 front-right actuators correspond
to the front-right tire, as shown in Figure 1(b). The four actuators at the exact front, back, left, and
right are not used to provide better separation between the 4 regions.

The function to calculate intensity is given by, after which the patterns are mapped to physical
LRAs by compensating for HMD heading relative to the vehicle heading due to head rotation:

I𝑚𝑜𝑡𝑜𝑟 = max

(
0%, min

(
100% ,

𝑑𝐻
𝑑𝑡

− 𝐻𝑙𝑜𝑤𝑒𝑟

𝐻𝑢𝑝𝑝𝑒𝑟 − 𝐻𝑙𝑜𝑤𝑒𝑟

))

Fig. 4. Schematic diagram of the directional cue design

Similar to the Directional Cue design, 𝐻𝑙𝑜𝑤𝑒𝑟 and 𝐻𝑢𝑝𝑝𝑒𝑟 stand for the thresholds to prevent
overstimulation and set the max intensity. For the Assetto Corsa game, we set the lower threshold
to 0.02 m/s so that the actuators stay static when driving on the smooth track and start to vibrate
when driving on rough terrains such as grass fields. The intensity is again linearly interpolated for
those between the two thresholds. (Figure 4)

Apparent Tactile Motion for Cold Start. Apparent Tactile Motion (ATM) is an illusion when two
sequential tactile stimuli presented at separate locations on the skin produce an illusion of a tactile
movement between the two points. [4]. The speed of motion can be controlled through timing,
distances, and intensity. Inspired by MotionRing [7] that used tactile motion to simulate air drag,
we extend its ATM design to support continuous ATM, and explore how it can be used to improve
driving motion experience.
We experimented with ATM in various virtual driving experiences, such as high velocity, high

engine RPM, and forward acceleration. However, while users initially liked ATM, they started to
report over-stimulation after extended exposure to such feedback. Based on feedback from users,
we use ATM only during cold start (i.e. forward acceleration from a stationary state), which is when
users are the most sensitive to acceleration and expect a corresponding strong feedback. Figure
5(d) shows an example of ATM patterns during a cold start.
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For the Assetto Corsa game, we set the threshold of the cold start event as acceleration of more
than half-throttle while the velocity is less than 5 m/s. We set the ISOI at 100 ms according to the
perceptual model from MotionRing [7], resulting in an angular speed of 0.625 rps. The duration
is set to 300 ms or three-motor overlap in a single ATM. When the cold start events are detected,
ATMs would be constantly produced at a rate of twice per second, or every 500 ms, from the front
center and then traverse through both sides of the head. We defined the interval by specifying
the angular gap between two consecutive ATMs, so 500 ms resulted in a 45°gap or two motors of
spacing, which was needed to perceive two distinct ATM patterns.

Overall, because it is possible for the above three patterns to occur at the same time, all patterns
are calculated independently and the intensities are summed, i.e. if a motor is responsible for
multiple patterns, each pattern’s intensity for that motor would be summed up for its final output
intensity.

4.3 Mirroring Approach
Since the 3D inertia-based approach relies on in-gamemotion data, which is either provided by game
developers or obtained through telemetry APIs, we found that most driving games already have
some form of controller-based haptic feedback that vibrates at similar key events as those mentioned
earlier. Thus, we developed the mirroring approach, which leverages the existing controller-based
haptic feedback to provide the same feedback to the headband. It’s a black-box approach that can
support games that do not export motion telemetry data. Using one of the top-rated VR racing
games, Assetto Corsa 3, as an example, we analyze its vibration feedback patterns and describe
how we map them into feedback patterns for the headband.

4.3.1 Controller-based Haptic Feedback in Racing Games. Modern gamepads and VR controllers use
two vibrotactile actuators to deliver a richer haptic experience than a single actuator. For example,
each Xbox ONE controller has two ERM motors, and each DualSense™ wireless controllers use
two LRA motors. VR controllers and Nintendo Switch Joy-Con controllers have an LRA in each
of the left- and right-hand controllers. Because most VR and console controllers/gamepads have
haptic motors installed in a left-right manner, applications typically specify the intensity of the left
and right motors which will function across hardware platforms.

The Assetto Corsa game is highly rated for its advanced physics engine and realistic visuals, and
we analyze how it actuates the motors in the Xbox ONE controller, which has a low-frequency
ERM motor on the left side and a high-frequency one on the right side. As shown in Figure 5(a)(b),
the left (low-frequency) motor is actuated only when the vehicle goes outside the track into rough
terrain and the right (high-frequency) motor is actuated for all other events such as accelerating,
decelerating, and turning. While the intensity of the right motor varies to reflect the magnitude of
the G-force, the left motor is actuated at either 0% or 100% intensity.

4.3.2 Headband Intensity Mapping. Because the left and right haptic feedback do not contain direc-
tionality information, we take a straightforward approach to calculate intensity by averaging the
intensity levels of the left and right motors, and vibrate the entire headband uniformly. Figure 5(b)(c)
visualizes how the vibration feedback intensity is the average of the two motor intensities over
different driving events.

3Assetto Corsa on SteamVR https://store.steampowered.com/app/244210/Assetto_Corsa/
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Fig. 5. Visualization of inertia forces and haptic patterns across 5 types of motion events: (a) inertia magnitude;
(b) The left/right controller haptic feedback intensity provided by the driving game: the rightmotor corresponds
to inertia, and the left motor corresponds to rough terrain; (c) The corresponding DrivingVibe motor intensity
in the mirroring mode; (d) The corresponding DrivingVibe motor intensity in the 3D inertia-based approach.
To better show the directionality of this approach, the average intensity of the four quadrants is shown
individually. Note: The inertia and intensity values were obtained via the Telemetry API and game controller
API.

5 USER EXPERIENCE EVALUATION
To evaluate the user experience of DrivingVibe designs, we selected one of the top-rated VR racing
games, Assetto Corsa4, that supports telemetry API, has realistic audio-visual, physics engine, and
well-designed haptic feedback. We debated between using a steering wheel vs. gamepads for input
and haptic feedback. While steering wheels and gas/brake pedals are used by serious gamers and
driving enthusiasts, the majority of players will be experiencing virtual driving using the default
gamepads and controllers.

4Assetto Corsa on SteamVR https://store.steampowered.com/app/244210/Assetto_Corsa/

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. MHCI, Article 206. Publication date: May 2023.

https://store.steampowered.com/app/244210/Assetto_Corsa/


DrivingVibe: Enhancing VR Driving Experience using Inertia-based Vibrotactile Feedback around the Head 206:11

5.1 Experimental Design
This study uses awithin-subjects experimental design to compare user experiences. The independent
variables has three levels which resulted in the three conditions: two DrivingVibe feedback patterns,
mirroring and 3D inertia-based designs, vs. a baseline. To ensure that each participant experiences
a controlled set of the exact same motion events, we designed the study to be in passenger mode
first, followed by free play in active driving mode to capture the experience of playing a driving
game. In driver mode, the built-in controller vibration is used as a well-designed baseline, as well
as the input source for the mirroring mode. In passenger mode, the baseline is no haptic feedback
as users are passive observers and controllers are not used.

We created a total of four tasks. The first three tasks are designed for users to experience specific
types of motion events: 1) acceleration and deceleration (including cold start), 2) turning, and 3)
rough terrain. These three are designed to be in passenger mode, in order to carefully control that
all users experience the exact same motion experience. The fourth task involved active free play in
driver mode, where users could freely drive around the course and experience a mix of different
sensations.
For each task, users experience the 3 feedback conditions, in counter-balanced ordering. After

each condition, users rated its immersion, realism, enjoyment, and comfort on a 7-point Likert scale.
Likert scales were used to evaluate the overall perceived user experience, rather than how well the
physical properties of inertia were simulated. Specifically, the immersion and realism questions
were adapted from the Presence Questionnaire (version 3)’s [68] questions 18 and 8.

After completing all conditions for all tasks, users chose their most-preferred condition for
immersion, realism, enjoyment, and overall preference. We prepared semi-structured interview
questions to understand how the two pattern designs did or did not meet their expectations. We
also asked them about the influence of the motor sound and whether they noticed the directionality
feedback and tactile motion patterns.

5.1.1 Tasks 1-3: Passenger Mode. To ensure that all participants experienced the exact same motion
events, we implemented the passenger experience by using prerecorded clips with the replay
function supported by the game. All 3 tasks started with the car being stationary and ended with
braking to complete stop. The duration was chosen to be one minute to minimize motion sickness.

• Acceleration/Deceleration: was recorded on the Drag 2000m track. It included two full-throttle
accelerations, two half-throttle accelerations, two full-brake decelerations, and two half (50%)
braking decelerations.

• Turning: was recorded on the Vallelunga - Club track. It included two right turns and three
left turns, spending about 33% of the time in the turns.

• Rough Terrain: was recorded on the Mugello Circuit track. The car was driving onto the
grass field and then back on the road for four times, spending about 50% of the time on the
grass field.

5.1.2 Task 4: Driver Mode. For free driving, we selected the Mugello Circuit track which has 15
turns and a long straight section, and the Lotus Elise SC car in gamer mode. A sample VR scene is
shown in Figure 6(c), and to reflect a typical gaming experience, the controller vibration feedback
is on for all conditions. The task duration was extended to two minutes to allow participants time
to experience different driving motions.

5.2 Participants and Procedure
We recruited 24 participants, 14 males and 10 females with age 20-43 (mean = 24.6, SD = 4.5),
with Motion Sickness Susceptibility Questionnaire (MSSQ) scores below 70, which is the 80th
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percentile [18] to ensure that participants could finish the experiment without dropping out due of
motion sickness. Participants all had normal or corrected-to-normal vision and had at least five
real-world driving experiences in the past year. The experiment took approximately one hour and
each participant received the equivalent of USD$6.5 compensation.

Upon participants’ arrival, we explained the study procedure and measured their interpupillary
distance (IPD) for HMD adjustment. We assisted participants to put on the Oculus Quest 2 HMD
and the vibrotactile headband, in a seated position, as shown in Figure 6(b)(d). The driving game
ran on a PC with an i5-11300H CPU, NVIDIA GeForce RTX 3060 Laptop GPU, and 24GB RAM. The
study was conducted with the game’s default sound effects without no background music to ensure
that the experiment was close to a real driving experience.

Fig. 6. Passenger mode: (a) perspective in VR and (b) user; Driver mode: (c) perspective in VR and (d) user
with controller.

Participants completed the calibration process, and could optionally reduce the overall intensity
to 90% or 80% based on personal preference. After calibration, participants completed all four
tasks, each consisted of three conditions in counter-balanced ordering. Participants rested for a few
minutes between each condition to make sure that they felt no discomfort before the next trial.
Participants could terminate the experiment at any time due to discomfort.

Fig. 7. (a) Average scores of immersion, realism, enjoyment, and comfort on a 7-point Likert scale. This figure
shows the scores averaged from the four tasks. Error bars represent SEM. (b) Preference ranking among
all tasks. The two feedback designs are preferred by at least 88% of the participants for comfort, realism,
enjoyment, and immersion. The 3D inertia-based condition is the most preferable.

5.3 Analysis of Results
To compare the Likert ratings across three conditions, we first performed Friedman test then with
Wilcoxon tests for pairwise post hoc analysis, with Bonferroni correction applied. Effect size of
each comparison is calculated as 𝑟 = 𝑍√

𝑁
[53].
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Fig. 8. Average ratings of immersion, realism, enjoyment, and comfort on a 7-point Likert scale for each task.
Error bars represent SEM.

Fig. 9. Preference ranking of immersion, realism, enjoyment, and overall preference for each task.

5.3.1 Likert-scale Ratings: Overall.

Figure 7(a) shows the 7-point Likert-scale ratings averaged across all 4 tasks, showing that
DrivingVibe designs have much higher ratings than the baseline for immersion, realism, and
enjoyment. The 3D inertia-based design had the highest ratings for all four dimensions, followed
by the mirroring design, followed by the baseline.
Friedman tests show statistically significant differences between all the conditions in terms

of immersion, realism, and enjoyment (𝑝 < .00001 for all), but no significance for comfort. Pair-
wise comparison showed significant improvement for both DrivingVibe designs vs. baseline for
immersion, realism, and enjoyment (𝑝 < .01 for all) with large effect sizes. However, no significant
difference was found between the two DrivingVibe designs.

5.3.2 Likert-scale Ratings: By Task.

Figure 8 shows the Likert-scale ratings for each of the 4 tasks. The statistically significant findings
are generally consistent with the overall finding, that there was a significant improvement for both
DrivingVibe designs vs. baseline for immersion, realism, and enjoyment (𝑝 < .01 for all) with large
effect sizes.
Interestingly, it also shows that for the Rough Terrain task, the 3D inertia-based design signifi-

cantly improved immersion, realism, and comfort vs. the mirroring design (𝑝 < .05 for all), all with
large effect sizes.
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5.3.3 Preference Ranking.

At the end of the study, after completing all tasks and conditions, participants were asked for
their most preferred condition. As shown in 7(b), all participants preferred DrivingVibe over the
baseline for realism (100%), with 96% for immersion and enjoyment, and 88% overall. Among those
who preferred DrivingVibe, the 3D inertia-based design was preferred for immersion (74%), realism
(58%) and enjoyment (74%), and overall (66%). Figure 9 shows similar preference of 3D inertia-based
for each task.

5.3.4 Qualitative Feedback.

All participants in our study have real-life driving experience, and most participants who rated
higher realism in the DrivingVibe designs reported that they could associate vibration patterns
with their past experience. All participants reported that the haptic feedback they received felt like
real life driving experience in most driving events.
Although DrivingVibe designs can significantly improve the experience for most participants,

some participants do not find clear differences between mirroring and 3D inertia-based designs.
Some participants reported “I think mirroring and 3D inertia-based are similar” (P1/3/5/6/13) in
at least one driving event. Some participants relied on the feedback intensity to evaluate the
vibrotactile feedback. Participants(P1/P12/P17/P18/P19/P22/P24) reported that the intensity of
either mirroring or 3D inertia-based approach was either too big or too small, and some of them
expressed a preference for the other approach as being more realistic. However, there was no
consistent trend in the participants’ perceptions of the intensity between the two approaches.
Nonetheless, the intensity was used as a criterion for their preference.

Regarding the 3D inertia-based design, directionality is an essential factor that affects the experi-
ence. 15 out of 24 participants noticed the directionality with the 3D inertia-based design, and all of
them thought the directionality improves the experience. Some participants found the vibration
pattern and reported that “It feels like the feeling of inertia.” (P2/9). “Directionality makes me
more comfortable.” (P2/3) and“Directional vibration makes me turn my head.” (P2, P10) are also
notable replies. It shows that the inertia feedback might also be a cue to tell participants the turning
directions.

Except for the first two tasks where the 3D inertia-based approach took the main part, directional
feedback also provides benefits in simulating driving on rough terrain. For instance, in interviews,
participants reported experiences such as "I can clearly feel the vibration of a single tire entering the
grass field" (P6/7) and "I can feel the bumpiness in different directions" (P9/10), which demonstrate
how directionality affects the user experience. Directionality also allows us to provide participants
with a more detailed haptic experience. In both feedback designs, the vibration occurs continuously
when the participants drive on rough terrain. However, in the 3D inertia-based design, we restrict
the feedback area to the four corners, whereas in the mirroring design, participants experience long-
term vibrations all over the head. Some participants reported issues with the mirroring design, such
as "I received excessive vibration when the car passes slightly over the rough terrain" (P5/12/17/18),
"I received vibration around the head, but the constant vibration on the forehead is uncomfortable
and unwarranted" (P22/23), and "The vibration is intermittent and weird" (P19/21). Therefore,
incorporating directional feedback into our haptic design can create more detailed and nuanced
feedback, potentially improving user experiences.
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6 DISCUSSION AND FUTURE DIRECTIONS
6.1 Pros and Cons of the Two DrivingVibe Approaches
The study results showed that both DrivingVibe designs are effective in enhancing the VR driving
experience, and that 3D inertia-based design, which provides directional feedback, was preferred 2:1
overall compared tomirroring (14 vs. 7 participants). In particular, the improvement was statistically
significant for the realism, immersion, and comfort Likert-scale ratings for the rough terrain
experience, which was preferred nearly 6:1 overall compared to mirroring (17 vs. 3 participants).

The two DrivingVibe approaches are complementary, in that mirroring supports all games that
support vibrotactile feedback via controllers/gamepads/steering wheels, albeit at lower feedback
fidelity, while 3D inertia-based approach provides higher feedback fidelity for games that export
telemetry data to motion platforms. To provide a sense of the difference in the number of games
supported, there are currently 442 VR driving games on the SteamVR store that can be supported
by mirroring, while two of the most popular motion platforms, Motion Systems and Next Level
Racing, support a combined total of 77 games (both VR and non-VR).

6.2 Improving Vibration Patterns
User feedback on apparent tactile motion (ATM) used during cold start showed that only 4 out of
24 participants reported the design as intuitive, with 9 participants noticing it but did not interpret
it as a continuous motion sensation, while 11 participants did not perceive ATM. This suggests that
more exploration is needed to use ATM effectively for motion simulation. Specifically, the timing
and intensity settings for rendering ATM may require calibration per person during device setup
to ensure that all users can perceive ATM. Also, we plan to explore how the speed of ATM can be
better designed to match the visual-induced and user-expected motion sensations.

Also, our current intensity mapping uses linear functions, but the perception of motion signals
intensity may be improved using non-linear curves. For example, a logistic curve that emphasizes
the low level more may be more effective in conveying the changes in motion when the magnitude
of inertia forces is low.

6.3 Extending DrivingVibe to Other VR Experiences
While the scope of this paper focused on driving experience, the concept of 3D inertia-based design
and the lessons learned may extend to other motion experiences, such as flight simulation and
virtual sports such as skateboarding. The new challenges are designing feedback for scenarios that
have additional degrees of freedom (DoF) compared to driving, such as flight simulation and riding
roller coasters, which have common roll and pitch rotations. TurnAhead [33] addressed (3-DoF)
rotational feedback by using air jets to generate shear forces via VR headsets. For vibrotactile-based
feedback, additional actuators will likely be required to provide feedback for these additional,
rotational DoFs, similar to the hardware design of HapticHead [29, 31] that provide spherical
coverage.

6.4 Extending DrivingVibe to Other Parts of the Body
Three study participants suggested that the vibrotactile feedback be extended to additional body
parts, including the torso and arms, similar to how motion platforms provide full-body motion
simulation. One expansion approach will be replicating the ring-shaped feedback device for other
parts of the body, such as a vibrotactile belt or vest, which may utilize the same inertia-based
patterns. Another approachmay utilize prior research that has demonstrated apparent tactile motion
for other parts of the body, such as the back [26, 27], wrist [20], or forearm [26], to support more
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degrees of freedom of apparent tactile motion. As an example, applying tactile motion vertically may
improve the experience of vertical motion, such as hitting road bumps or even free fall experiences.

7 CONCLUSION
We presented DrivingVibe which explored two designs of vibrotactile feedback patterns around the
head to enhance virtual driving experiences. User experience evaluation (n=24) showed significant
improvement in realism, immersion, and enjoyment, and that the majority of participants (88%)
preferred DrivingVibe, with a 2:1 preference for 3D inertia-based vs. mirroring designs (14 vs. 7
participants). Comfort improved only in the rough terrain experience and not for other motion
events, which motivates further exploration of designs that may improve comfort while reducing
motion sickness [41]. To the best of our knowledge, this work is the first to design headset-
based vibrotactile patterns for VR driving experiences. By open-sourcing this project, we hope to
inspire others to explore haptic feedback designs for additional motion experiences, such as flight
simulation.
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A DETAILS OF THE USER STUDY RESULTS
This appendix includes the analysis statistics in all the pairwise comparison aswell as the preferences
rankings collected in each of the task in the user experience evaluation study.
For Friedman tests, we reported the 𝑝-value as well as the Kendall’s W value (𝑊 =

𝜒2

𝑁 (𝐾−1) ) as
the effect size. For Wilcoxon tests, we used 𝑟 = 𝑍√

𝑁
as the effect size. Both effect size use the same

interpretation guidelines of 0.1 ∼ 0.3 (small effect), 0.3 ∼ 0.5 (moderate effect), and ≥ 0.5 (large
effect)

Table 1. Statistics of the analysis with the average scores among all tasks.

𝜒2𝑟 𝑝-value 𝑊 Pairwise Comparison 𝑍 𝑝-value 𝑟

Immersion 39.52 <0.00001 ** 0.82
Baseline < Mirroring -4.29 <0.00001 ** 0.87
Baseline < Inertia -4.29 <0.00001 ** 0.87

Mirroring < Inertia -2.03 0.02118 0.44

Realism 31.00 0.00001 ** 0.65
Baseline < Mirroring -4.14 <0.00001 ** 0.85
Baseline < Inertia -3.84 0.00006 ** 0.78

Mirroring < Inertia -0.65 0.25785 0.14

Enjoyment 31.58 <0.00001 ** 0.66
Baseline < Mirroring -4.19 <0.00001 ** 0.85
Baseline < Inertia -4.23 <0.00001 ** 0.86

Mirroring < Inertia -1.47 0.07078 0.30

Comfort 3 0.22313 0.06
Baseline < Mirroring – – –
Baseline < Inertia – – –

Mirroring < Inertia – – –

Table 2. Statistics of the analysis in task 1

𝜒2𝑟 𝑝-value 𝑊 Pairwise Comparison 𝑍 𝑝-value 𝑟

Immersion 27.15 <0.00001 ** 0.57
Baseline < Mirroring -3.92 0.00004 ** 0.88
Baseline < Inertia -4.01 <0.00001 ** 0.88

Mirroring < Inertia -1.52 0.06426 0.36

Realism 18.15 0.00011 ** 0.38
Baseline < Mirroring -3.21 0.00066 ** 0.66
Baseline < Inertia -2.69 0.00357 * 0.57

Mirroring < Inertia -0.40 0.34458 0.10

Enjoyment 28.31 <0.00001 ** 0.59
Baseline < Mirroring -4.01 <0.00001 ** 0.88
Baseline < Inertia -4.01 <0.00001 ** 0.88

Mirroring < Inertia -0.93 0.17619 0.23

Comfort 2.90 0.23506 0.06
Baseline < Mirroring – – –
Baseline < Inertia – – –

Mirroring < Inertia – – –
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Table 3. Statistics of the analysis in task 2

𝜒2𝑟 𝑝-value 𝑊 Pairwise Comparison 𝑍 𝑝-value 𝑟

Immersion 25.52 <0.00001 ** 0.53
Baseline < Mirroring -3.92 0.00004 ** 0.88
Baseline < Inertia -3.96 0.00004 ** 0.84

Mirroring < Inertia -0.58 0.28096 0.13

Realism 17.15 0.00019 ** 0.36
Baseline < Mirroring -3.72 0.0001 ** 0.88
Baseline < Inertia -3.16 0.00079 ** 0.69

Mirroring < Inertia -0.57 0.28434 0.13

Enjoyment 26.69 <0.00001 ** 0.56
Baseline < Mirroring -4.01 <0.00001 ** 0.88
Baseline < Inertia -3.92 0.00004 ** 0.88

Mirroring < Inertia -0.18 0.42858 0.04

Comfort 1.08 0.58178 0.02
Baseline < Mirroring – – –
Baseline < Inertia – – –

Mirroring < Inertia – – –

Table 4. Statistics of the analysis in task 3

𝜒2𝑟 𝑝-value 𝑊 Pairwise Comparison 𝑍 𝑝-value 𝑟

Immersion 28.15 <0.00001 ** 0.59
Baseline < Mirroring -3.38 0.00036 ** 0.72
Baseline < Inertia -4.08 <0.00001 ** 0.88

Mirroring < Inertia -2.62 0.0044 * 0.60

Realism 19.31 0.00006 ** 0.38
Baseline < Mirroring -3.06 0.00111 ** 0.64
Baseline < Inertia -3.71 0.0001 ** 0.83

Mirroring < Inertia -2.27 0.0116 * 0.52

Enjoyment 16.90 0.00021 ** 0.59
Baseline < Mirroring -3.08 0.00104 ** 0.69
Baseline < Inertia -3.67 0.00012 ** 0.80

Mirroring < Inertia -2.07 0.01923 0.52

Comfort 7.75 0.02075 * 0.16
Baseline < Mirroring -0.82 0.20611 0.18
Baseline < Inertia -2.00 0.02275 0.44

Mirroring < Inertia -2.30 0.01072 * 0.59
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Table 5. Statistics of the analysis in task 4

𝜒2𝑟 𝑝-value 𝑊 Pairwise Comparison 𝑍 𝑝-value 𝑟

Immersion 25.52 <0.00001 ** 0.53
Baseline < Mirroring -3.99 0.00003 ** 0.85
Baseline < Inertia -3.61 0.00015 ** 0.74

Mirroring < Inertia -1.22 0.11123 0.34

Realism 25.52 <0.00001 ** 0.53
Baseline < Mirroring -4.01 <0.00001 ** 0.88
Baseline < Inertia -3.77 0.00008 ** 0.79

Mirroring < Inertia -0.75 0.22663 0.19

Enjoyment 14.58 0.00068 ** 0.30
Baseline < Mirroring -3.36 0.00039 ** 0.75
Baseline < Inertia -2.91 0.00181 ** 0.65

Mirroring < Inertia -1.35 0.08851 0.32

Comfort 1.75 0.41686 0.04
Baseline < Mirroring – – –
Baseline < Inertia – – –

Mirroring < Inertia – – –
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